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Abstract:
This work introduces an observer structure and highlights its distinct advantages in fault detection and isolation. Its application to

the issue of shorted turns detection in synchronous generators is demonstrated. For the theoretical foundation, the convergence and design
of Luenberger-type observers for disturbed LTI SISO systems are reviewed with a particular focus on input and output disturbances.
As an additional result, a simple observer design for stationary output disturbances that avoids a system order extension, as in classical
results, is proposed.
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1 Introduction

Initially introduced in 1964 by Luenberger [1], state ob-
servers for linear time invariant systems form an integral
part of state space control. The following advances termed
Reduced Order Observers (ROO) [2] consider the separa-
tion of the state space into a measurable and an immeasur-
able subspace. Designing observers with minimal or par-
tially reduced order has been studied [3].

Special emphasis is put on fault-tolerant observers. Con-
siderable work has been devoted to the design of Unknown
Input Observers (UIO) [4–9] which converge despite the
presence of disturbances in the system equation [10]. Mod-
elling sensor errors in an extended system state [11], both
uncertainties in system and measurement equation can be
represented as unknown input signals.

More recent approaches include adaptive control tech-
niques for observer design [12] but are limited to constant
or slowly time-varying disturbances. High-gain observers
[13] can be used to reduce the influence of disturbances to
an arbitrarily small level. However, this approach suffers
from the amplification of measurement and process noise.
Employing an extended descriptor system, this limitation
can be alleviated [14]. Moreover, dynamic observers [15]
are suitable for fault-tolerant observation without increas-

ing the dimension of system equations [16]. Focusing on
the effect of a disturbance on a control system input rather
than on the disturbed states is considered by equivalent-
input-disturbance estimators [17].

In this work, several relations between Luenberger-type
observers in the presence of disturbances are studied from
a theoretical point of view. This contribution explicitly de-
tails the general results obtained in [4, 6] concerning the
relationship between unknown input and reduced order ob-
servers in the SISO case. Furthermore, conditions and sim-
plified observer design methods for systems with distur-
bances in input and measurement are analysed.

Increasing attention is paid to the application of state ob-
servers in model based fault detection and isolation (FDI)
[18–21]. The basic idea is to utilise the guaranteed con-
vergence of an observer in the fault-free case to detect de-
viations in the system plant [22]. Henceforth, the output
estimation error (residual) is monitored. Recently, the sim-
ple yet comprehensive notion of Total Measurable Fault
Information Residual (ToMFIR) has been studied [23].

A key challenge is that the output residual usually also
depends on quantities other than the fault’s magnitude it-
self. This effect has to be compensated for in threshold-
based detection schemes, which poses an additional prob-
lem if uncertain or time-varying parameters are involved.
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In previous results [24] gain-dependent scaling has been
investigated for a Luenberger observer design which will
be extended in this work to other observer types.

Moreover, a detailed analysis is presented for shorted
turns detection in field windings of synchronous genera-
tors. Failures of the winding insulation are frequent, diffi-
cult to detect [25] and can lead to severe generator dam-
age [26]. They have recently been studied in [27] for a ma-
chine with constant frequency. Here, special emphasis is
put on variable frequency generators as used in wind tur-
bines [28, 29] or naval and aircraft systems [30–32].

This work is organised as follows: section 2 constitutes
definitions, background and furthermore derives an explicit
formula for a Reduced Order Observer for SISO systems.
In section 3, observer convergence and design in disturbed
systems is analysed. Additionally, the close relationship
between the ROO and the UIO is highlighted. In section 4,
threshold-based fault detection is studied in general and for
the application of shorted-turns detection in synchronous
generators. All findings are summarised in section 5.

2 Background and definitions

2.1 Full-state Luenberger state space observer

A linear system is fully characterised by A ∈ Rn×n,
b ∈ Rn and c ∈ Rn in its state space representation with
the state vector x (t) ∈ Rn, the input u (t) ∈ R and the
output y (t) ∈ R:

ẋ (t) = Ax (t) + bu (t) (1a)

y (t) = cx (t) . (1b)

Only observable systems with regular observability matrix
QB are considered in this work. The well-known identity
observer as proposed by Luenberger [1] is given as:

˙̂x (t) = (A− lLc) x̂ (t) + bu (t) + lLy (t) . (2)

The dynamics of the full-state observer in (2) are deter-
mined by the matrix NL := A − lLc. The observer gain
lL can be obtained using Ackermann’s formula [33]

lL =
(
f0In + f1A+ · · ·+ fn−1A

n−1 +An
)
s1 (3)

with f0, . . . , fn−1 being the coefficients of the desired
characteristic polynomial. With en denoting the n-th
canonical unit vector, s1 is defined as the last column of
the inverted observability matrix:

s1 = Q−1B en . (4)

2.2 Reduced Order Observer

Many practical systems posses states that are metrolog-
ically accessible and do not need to be estimated. The idea
of a Reduced Order Observer (ROO) as opposed to the full-
state observer is to derive an estimate in the immeasurable
state subspace only [2].

For SISO systems (1), consider the special case where
the output y (t) would be identical to a particular state
xi (t). In this case, the measurable subspace is orthogonal
to the immeasurable part r (t) ∈ Rn−1. It stands to reason
to reorder and split up (1a) to obtain:[

ṙ (t)

ẏ (t)

]
=

[
A11 A12

A21 A22

][
r (t)

y (t)

]
+

[
b1

b2

]
u (t) . (5)

Considering the last row of (5) as a measurement equation
for the system determined by the first n − 1 equations, an
identity observer for r (t) can be derived according to (2).
This yields the ROO formula [2]:

η̇ (t) = (A11 − fA21)η (t) + (b1 − fb2)u (t) (6a)

+ [(A11 − fA21)f +A12 − fA22] y (t)

r̂ (t) = η (t) + fy (t) . (6b)

The observer’s dynamic is given by the eigenvalues of
(A11 − fA21). Therefore, the gain vector f can be cho-
sen by pole placement for this expression. By supplement-
ing r̂ (t) with the measurement y (t), the complete estimate
x̂ (t) is obtained.

In general, the measurable subspace is not strictly or-
thogonal to the immeasurable subspace. However, any ob-
servable SISO system (1) can be transformed to its observ-
able canonical form using the transformation:

z (t) = T−1x (t) (7)

where T is given with s1 from (4) as [33]:

T =
[
s1 As1 . . .A

n−1s1

]
. (8)

In the transformed system, only the n-th element zn (t)
of the transformed state vector spans the one-dimensional
measurable subspace. Therefore, orthogonality to the im-
measurable subspace is achieved.

2.3 Reduced Order Observer explicit form

This section details a constructive derivation of an n-
th order observer formula different to the full-state ob-
server (2). Considering a transformation (7) of system (1)
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to canonical form, the Reduced Order Observer formula
(6) is applied. The main result is an explicit form of the re-
duced state space observer which will give further insight
when compared to other observer types.

Lemma 1 (Reduced Order Observer explicit form) A
state observer for a system (1) that is derived on the basis
of (6) is given by

ρ̇ (t) =NRρ (t) + gRu (t) + hRy (t) (9a)

x̂ (t) = ρ (t) + lRy (t) (9b)

with

NR = (In − lRc)A (10a)

gR = (In − lRc) b (10b)

hR = (In − lRc)AlR (10c)

lR =
(
f0In + · · ·+ fn−2A

n−2 +An−1) s1 (10d)

and with the initial value ρ (0) chosen in order to satisfy:

cρ (0) = 0 . (11)

Proof See Appendix A.
With the system (1a) and by differentiating (9b), the ob-

server error can be set forth:

ė (t) = ẋ (t)− ˙̂x (t)

= (Ax (t) + bu (t))− (ρ̇ (t) + lRẏ (t))

=NRe (t) . (12)

Obviously, the observer error converges to zero if lR is
chosen in order to constitute a stable system matrix. The
coefficients f0, . . . , fn−2 of its characteristic polynomial
are found in (10d). The n-th eigenvalue of the system ma-
trixNR equals zero:

0 = s
(
f0 + f1s+ · · ·+ fn−2s

n−2 + sn−1
)
. (13)

The resulting observer formula (9) constitutes an equiva-
lence to the general ROO (6). Upon this, new theoretical
insight will be established in the following sections.

3 Observers for systems with disturbances

In the following, disturbances on the ideal system (1) are
taken into consideration. Commonly experienced causes
for such deviations are parameter uncertainties, sensor er-
rors or unmodelled system behaviour. Here, a disturbed
system is modelled as

ẋ (t) = Ax (t) + bu (t) + dv (t) (14a)

y (t) = cx (t) + w (t) (14b)

with A ∈ Rn×n, b ∈ Rn, c ∈ Rn, the state vector
x (t) ∈ Rn, the known input u (t) ∈ R and the out-
put y (t) ∈ R. There are two undesired disturbances in
the shape of an unknown input v (t) ∈ R and an additive
w (t) ∈ R output disturbance.

Note that there is a difference between the deterministic
but unknown disturbances assumed in this work and dis-
turbances in the form of stochastic processes. In the latter
case, the popular Kalman Filter [34] yields optimal state
estimates under the assumption of white Gaussian noise.

In the following section, necessary conditions for the de-
sign of an n-th order disturbance observer will be studied.
After showing that it is not feasible to achieve resilience
to both input and output disturbances of arbitrary nature,
observer design for the two cases will be studied.

3.1 Conditions for disturbance observer design

In order to address disturbances v (t) in the system equa-
tion (14a), Unknown Input Observers (UIO) have been de-
veloped. Here, necessary conditions for the design of a
UIO will be reviewed in the presence of additional output
disturbances w (t) in measurement equation (14b).

Theorem 1 (Disturbance observer distinction) Con-
vergence of a linear Luenberger-type observer of the form

ρ̇ (t) =Nρ (t) + gu (t) + hy (t) (15a)

x̂ (t) = ρ (t) + ly (t) (15b)

for a system disturbed according to (14) is restricted to the
case of either v (t) 6= 0 or w (t) 6= 0.

Proof Starting from the observer structure (15) where
x̂ (t) ∈ Rn is the state estimate, ρ (t) ∈ Rn. N ∈ Rn×n,
l ∈ Rn, g ∈ Rn and h ∈ Rn are matrices to be deter-
mined. The state estimation error for system (14) is:

ė (t) = (A− lcA+Nlc− hc)x (t)−Nx̂ (t)

+ (Nl− h)w (t)− lẇ (t) + (b− lcb− g)u (t)
+ (d− lcd)v (t) . (16)

With P := (In − lc) and the following conditions

g = Pb (17)

NP = PA− hc (18)

(16) is simplified to become

ė (t) =Ne (t)+(Nl−h)w (t)−lẇ (t)+Pdv (t) . (19)
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In order for the observer error e (t) to decay it is required
that N constitutes a stable system dynamic with eigenval-
ues in the left half-plane. A necessary condition is thus that
N is regular. The proof is completed within the following
two lemmata where it is shown that it is not possible to find
a regularN which yields independence of (19) against un-
known inputs v (t) and arbitrary output disturbances w (t)

at the same time.
Lemma 2 (Unknown Input Observer) An Unknown

Input Observer requires P to be singular. This requires an
additive matrix to give a regular system matrixN :

N = PA+ ∆ . (20)

Proof Making (19) independent of the unknown input
v (t) requires:

Pd = 0 . (21)

For d 6= 0, this holds true if and only if P is singular.
Lemma 3 (Output Disturbance Observer) Observer

convergence in spite of an output disturbance requires P
to be regular.

Proof Independence of w (t) in (19) would require

h =Nl (22)

which in turn determinesN according to (18) to

N = PA . (23)

With A assumed to be regular, regularity of N requires
that P is regular.

Note that this gives only a necessary condition, as the
disturbance’s derivative ẇ (t) was not considered. Obvi-
ously, there is no simple means for freeing (19) of an ar-
bitrary disturbance at all times. In [7, 35] the special case
of w (t) being a linear combination of v (t) is considered.
However, in the relevant stationary case with ẇ (t) = 0, a
necessary and sufficient condition is provided by (23).

3.2 Unknown Input Observer design

Considering the disturbed system (14) with v (t) 6= 0

and w (t) = 0 an approach to design an Unknown Input
Observer will be studied. Compared with the derivation of
the explicit Reduced Order Observer formula (9), a novel
simple scheme is identified at the cost of only a minor re-
striction on the observer’s initial value selection. Given the
requirement (21), a way to choose N is presented in [5]
and will be briefly reviewed for the SISO case. An alter-
native design method by a projection operator approach is
presented in [36].

It is required that (cd)−1 exists. Then, (21) determines

lU = d(cd)−1 (24)

and therefore

P = In − d(cd)−1c . (25)

Postmultiplying (18) by d gives hU:

hU = PAlU . (26)

Considering the choice of lU and hU (18) becomes:

NUP = PAP . (27)

The general solution forNU in (27) is given by [5]:

NU = PA+ βc . (28)

The approach pursued in (17), (18) and (21) is entirely dif-
ferent to the formulation of the ROO for an undisturbed
system in section 2.3. However, the result in (28) is identi-
cal toNR in (10a) except for the additive term βc.

Corollary 1 (Equivalence to Reduced Order Observer)
Any UIO is a special case of the derived explicit ROO
structure where f is not a free parameter but determined
by d which characterises the unknown input.

Proof Equation (24) gives:

l∗U = T−1d (cd)
−1

=
T−1d

(cT )
(
T−1d

) =

[
f

1

]
. (29)

Thus, l∗U has the same form as l∗R in (10d). Equivalence of
NU, gU and hU to the ROO design (10) then follows from
(28), (17) and (26).

Note that the UIO only converges if f constitutes a sta-
ble polynomial (13). Additionally, β which determines the
n-th eigenvalue needs to be chosen accordingly to ensure
convergence. As the observer eigenvalues can only be par-
tially assigned, the system is not fully observable. This be-
comes obvious when calculatingQB from (PA, c) [8].

An interesting consequence of this result is that despite
the complex procedure to determine NU for the UIO in
(28), a simple form is obtained if a relatively mild con-
straint on the initial value ρ (0) is imposed.

Corollary 2 (Unknown Input Observer Simplification)
If the initial value is restricted in order for

cρ (0) = 0 (30)

to hold, the system matrix (28) is reduced toNU = PA.
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Proof The proof is given by the constructive deriva-
tion of the ROO in section 2.3. Here, condition (11) is im-
posed in order to achieve the state extension.

3.3 Output Disturbance Observer design

For completeness, observer design in the presence of ad-
ditive output disturbances is studied.

Consider system (14) with v (t) = 0 and w (t) 6= 0.
As has been pointed out, making the state estimation error
(19) independent of w (t) requires additional knowledge
on the disturbance. One approach assumes a model of the
disturbance’s dynamics and extends the system state [11].
The enhanced system state comprises w (t) as a combina-
tion of k additional states xw (t) which are represented by
a linear dynamic:[

ẋ (t)

ẋw (t)

]
=

[
A 0

0 Aw

][
x (t)

xw (t)

]
+

[
b

0

]
u (t) (31a)

y (t) =
[
c cw

] [ x (t)

xw (t)

]
. (31b)

Observer design for the enhanced system state can be per-
formed using a full-state observer (3) of order n+ k.

If however, no information on the disturbance is given
except that it exhibits stable dynamics, this approach re-
duces to the stationary state of the disturbance:[

ẋ (t)

ẇ (t)

]
=

[
A 0

0 0

][
x (t)

w (t)

]
+

[
b

0

]
u (t) (32a)

y (t) =
[
c 1
] [x (t)

w (t)

]
. (32b)

Note that another way to represent arbitrary output distur-
bances is to enhance the above system with an unknown
input signal in the (n+ 1)-th component. However, [5] es-
tablished that in this case, observer design is restricted to
systems with stableA and is therefore not practical.

Lemma 4 (System Matrix and Observability) Assum-
ing that the undisturbed system (1) is observable, the ex-
tended system (32) is observable if and only ifA is regular.

Proof See Appendix B.
Studying observer design for this system of order n+ 1

using the reduced order formula from section 2.3 will be
presented in the following.

Theorem 2 (Stationary Output Disturbance Observer)
Let a system (14) with non-singular A, v (t) = 0 and
w (t) 6= 0 be given. Then, the following generalisation of
(9) constitutes an n-th order state observer for the system

with stationary output disturbance:

ρ̇ (t) =NGρ (t) + gGu (t) + hGy (t) (33a)

x̂ (t) = ρ (t) + lGy (t) (33b)

with

NG = (In − lGc)A (34a)

gG = (In − lGc) b (34b)

hG = (In − lGc)AlG . (34c)

Proof See Appendix C.
The observer structure (33), hereafter referred to as Sta-

tionary Output Disturbance Observer, is identical to the
ROO with the only difference being a generalised gain vec-
tor lG. Hence, the error dynamics (12) apply as well. Note
that there is no condition on the initial value ρ (0).

In the following, the calculation of the observer gain is
explored and related to the pole placement for a full-state
Luenberger observer.

Lemma 5 (Observer Gain) The observer gain lG can
be calculated with s1 from (4) and the coefficients of the
desired characteristic polynomial f0, . . . , fn−1 as:

lG = A−1
(
f0In + · · ·+ fn−1A

n−1 +An
)
s1 (35)

= A−1lL . (36)

Here, lL denotes the gain vector of a full-state Luenberger
observer (3) with the same poles.

Proof First, lR from (10d) is calculated for the
(n+ 1)-dimensional system (32). Only the first n entries
are considered which yields:

lG =
(
f0In + · · ·+ fn−1A

n−1 +An
)
sG . (37)

Here, sG denotes the first n components of s =
[
sG s2

]>
where s is defined as in (4) but for the extended system
(32). Premultiplying the definition of s withQB gives:[

csG + s2 cAsG . . . cAnsG

]
= e>n . (38)

The first of these n + 1 linear equations determines s2.
Comparing the following n equations with the definition
of s1 for the undisturbed system in (4) gives that sG =

A−1s1. Inserting this relation in (37) gives the result (36).
Furthermore, the eigenvalues of NG achieved by lG =

A−1lL are identical to the eigenvalues of the system ma-
trixNL of a full-state Luenberger observer with gain lL:

NG = (In − lGc)A = (In −A−1lLc)A
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= A−1(A− lLc)A = A−1NLA . (39)

Matrix NL is similar to NG with similarity transforma-
tionA. Thus, their eigenvalues are the same.

When compared to a full-state observer design, the re-
duced order of the observer (33) might give improvements
in terms of computational requirements. Another advan-
tage arises in fault diagnosis applications and will be ex-
plored in section 4.

On the other hand, a drawback shared by all observers in
the form of (15) is the immediate dependence on the mea-
surement y (t). In contrast, a Luenberger observer type (2)
acts as a low-pass filter on the measurement signal which
is beneficial in the presence of measurement noise.

3.4 Summary of main results

In the first part of this section, conditions for observer
convergence in the presence of unknown input as well as
output disturbances are analysed. It is found that indepen-
dence against both disturbances cannot be achieved with a
single observer of order n.

Secondly, design of an Unknown Input Observer is re-
viewed. It is found that the UIO is a special case of the
ROO. From this result, a simplification to the UIO sys-
tem matrix is proposed which gives an easier path towards
finding an observer at the cost of only a minor restriction
on how the initial observer state is to be chosen.

Completing the study, the third section details observer
design in the presence of output disturbances. As a gener-
alisation of the explicit ROO formula from section 2.3, the
Stationary Output Disturbance Observer is presented.

4 Observers for fault diagnosis

4.1 Methodology

A state observer incorporates a model of a physical sys-
tem to estimate state variables. Deviations in the physical
system that are not reflected in the model result in a resid-
ual error in the state estimates. This residual can therefore
be used as an indicator of defects and aging [37, 38].

Given a system (1a) faults are modelled as:

ẋ (t) = (A+ δA)x (t) + (b+ δb)u (t) . (40)

The error caused by changes in A and b can be combined
to form an unknown input ε (t) := δAx (t) + δbu (t):

ẋ (t) = Ax (t) + bu (t) + ε (t) . (41)

The Total Measurable Fault Information Residual [23] is

r (t) := y (t)− ŷ (t) = c (x (t)− x̂ (t)) (42)

which converges to zero in the case of no faults. Of partic-
ular interest is the stationary limit (hereinafter called ToM-
FIR) that is caused by faults with stationary end value:

r∞ = lim
t→∞

r (t) . (43)

The ToMFIR of a full-state Luenberger observer (2) de-
pends on the observer gain lL:

r∞ = −c (A− lLc)−1 ε∞ . (44)

Large gains create a small residual, while gains that place
the eigenvalues of the observer near zero create a high
residual value for the same fault. As a remedy, [24] pro-
poses a multiplicative compensation.

The additional correction is avoided for observer designs
which generate residuals that are independent of the gain:

Corollary 3 (Stationary Output Disturbance Observer)
A Stationary Output Disturbance Observer (33) can be
used to produce ToMFIR values that are gain-independent:

r∞ = −cA−1ε∞ . (45)

Proof The residual for an observer design (15) is:

r∞ = c
[
−
(
P +N−1hc

)
A−1ε∞

+
(
N−1g − PA−1b−N−1hcA−1b

)
u∞
]
. (46)

Given that the proposed observer design (33) fulfils (17),
(18), (22) and (23), the residual is reduced to (45).

4.2 Application to shorted turns detection

In the following, the application of threshold based fault
detection in synchronous machines is studied. In [27] a
Luenberger observer is employed for diagnosis of shorted
turns in the field windings. Here, these results are extended
using a Stationary Output Disturbance Observer (33) for
residual generation. Besides the independence on the ob-
server gain that has been discovered in the previous sec-
tion, emphasis is put on the residual’s dependence on sys-
tem parameters, especially the electrical frequency.

A model of a synchronous machine is given by [27]:[
İd (t)

İq (t)

]
=

[
−Rs

Ld

Lq ωr

Ld

−Ld ωr

Lq
−Rs

Lq

][
Id (t)

Iq (t)

]
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+

[
− 1
Ld

0 0

0 − 1
Lq

2LmNf ωr

3Lq Ns

]
Ud (t)

Uq (t)

If (t)

 . (47)

The system state is given by stator direct and quadrature
currents Id (t) and Iq (t). Direct and quadrature voltages
Ud (t) and Uq (t) as well as exciter current If (t) form the
system input.

The presence of a field winding fault reduces the effec-
tive number of turns to Nf and thus creates the unknown
input signal:

ε (t) = δbu (t) =

 0
2 If (t)Lm ωr (Nf−Nf)

3Lq Ns

 . (48)

The synchronous generator is defined by parameters which
are explained in table 1.

Table 1 Parameter description and values used in
simulation example.

Parameter Symbol Value [39]

Direct inductance Ld 8.79 × 10−5 H

Quadrature inductance Lq 3.96 × 10−5 H

Magnetising inductance Lm 6.26 × 10−5 H

Stator resistance Rs 7.79 × 10−3 Ω

Electrical frequency ωr 2π × 103 s−1

Exciter current If 154.93 A

No. of turns per stator phase Ns 1

No. of turns of field winding Nf 10

No. of turns after insulation fault Nf 9

A full-state Luenberger observer (2) can be employed to
calculate residuals under the assumption that both system
states Id (t) , Iq (t) are measurable. As has been shown
in [27], the stationary residual (44) is

r∞ =

 0
I′f Lm ωr

Lq λ2

(Nf−Nf)
Nf

 (49)

with λ2 as the second observer eigenvalue and the constant
stator-side referred exciter current I ′f = 2IfNf/3Ns [40].

In order to achieve independence of quantities other than
the number of windings in (49), [27] proposes to set:

λ2 = −
I ′f Lm ωr

Lq
. (50)

However, this in turn limits the detection speed of the ob-
server to a fixed value. Moreover, the compensation (50)
requires setting λ2 proportional to ωr which may result
in increased noise sensitivity in high frequency machines.
Additional difficulties arise in variable frequency applica-
tions [28–32].

On the other hand, when using a SODO, the residual
(45) is independent of the eigenvalue locations:

r∞ =

− I′f Lm Lq ω
2
r

(R2
s+Ld Lq ω2

r)

(Nf−Nf)
Nf

− I′f Lm Rs ωr

(R2
s+Ld Lq ω2

r)

(Nf−Nf)
Nf

 . (51)

Note thatA in (47) is always regular, guaranteeing the ex-
istence of the observer.

Results of a simulation example visualise the advantage
of having additional degrees of freedom in the observer
design. Figure 1 shows that varying λ2 in relation to the
constant value (50) produces improved detection time.

Another significant advantage is that the first component
r∞,1 in (51) allows for drastic simplification for typical
configurations, leading to the following corollary.

Corollary 4 (SODO residual simplification) For typi-
cal synchronous generators [41, 42] it holds that:

R2
s

Ld Lq ω2
r

� 1 . (52)

Then, the first component of residual (51) is simplified to:

r∞,1 = −I ′f
Lm
Ld

(
Nf −Nf

)
Nf

. (53)

This residual directly gives the per cent of the field wind-
ings that have short circuited multiplied by the transformed
stator current and Lm/Ld, a factor that is usually close to
1. It is therefore an ideal fault indicator, as minimal depen-
dency on uncertain or varying parameters is achieved.
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Fig. 1 Detection time for a threshold of 80% of the SODO com-
pared to the Luenberger observer (LBO) for a simulation of one
faulted turn with the machine in [39]. Having a residual inde-
pendent of the eigenvalues, the SODO can be designed with an
arbitrary �2. This enables it to detect the fault in only a fraction
of the time that the Luenberger observer would have needed.

5 Conclusion

This contribution constructs a unique observer structure
for fault detection and isolation. This is achieved by de-
veloping a distinct explicit form of a Reduced Order Ob-
server and establishing theoretical relations with other ob-
server types. Secondly, design of linear observers for sys-
tems with stationary output disturbances is considered. In
contrast to classical results, an extension of the system or-
der is avoided while maintaining a particularly simple de-
sign procedure.

Based on this, recent results in the application of model
based fault detection are extended. Compared to a Luen-
berger identity observer, it is found that gain-dependent
scaling of the residual is avoided with the novel design.

Exemplifying the general result, further application spe-
cific advantages are found for shorted turns detection in
synchronous generators. Here, recently obtained results are
extended and an improved fault detection scheme is stud-
ied. The residual expressions of the proposed observer de-
sign stand out not only by the absence of undesired scaling,
but exhibit further advantages in the form of minimal pa-
rameter dependence due to a simplification applicable to
most generators in use today.
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one faulted turn with the machine in [39]. Having a residual in-
dependent of the eigenvalues, the SODO can be designed with an
arbitrary λ2. This enables it to detect the fault in only a fraction
of the time that the Luenberger observer would have needed.

5 Conclusion

This contribution constructs a unique observer structure
for fault detection and isolation. This is achieved by de-
veloping a distinct explicit form of a Reduced Order Ob-
server and establishing theoretical relations with other ob-
server types. Secondly, design of linear observers for sys-
tems with stationary output disturbances is considered. In
contrast to classical results, an extension of the system or-
der is avoided while maintaining a particularly simple de-
sign procedure.

Based on this, recent results in the application of model
based fault detection are extended. Compared to a Luen-
berger identity observer, it is found that gain-dependent
scaling of the residual is avoided with the novel design.

Exemplifying the general result, further application spe-
cific advantages are found for shorted turns detection in
synchronous generators. Here, recently obtained results are
extended and an improved fault detection scheme is stud-
ied. The residual expressions of the proposed observer de-
sign stand out not only by the absence of undesired scaling,
but exhibit further advantages in the form of minimal pa-
rameter dependence due to a simplification applicable to
most generators in use today.
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Appendix

A Proof of lemma 1

First, a ROO for the transformed system is constructed.
After artificially expanding the system order to n, it is
possible to combine r̂ (t) and y (t). Finally, the system is
transformed into original coordinates.

Given that system (1) is transformed to canonical coor-
dinates using (7), the system equations are given by:

ż (t) =


0 0 . . . −a0
1 0 . . . −a1
...

. . . . . .
...

0 . . . 1 −an−1

 z (t) +

b0

b1
...

bn−1

u (t) (a1a)

y (t) =
[
0 . . . 1

]
z (t) . (a1b)

Here, a0, . . . , an−1 are the coefficients of the characteristic
polynomial. These equations can be partitioned according
to the scheme in (5). With the resulting sub-matrices and a
gain vector f ∈ Rn−1, the ROO estimating ẑ (t) reads:

η̇ (t) = (A11 − fA21)η (t) + (b1 − fb2)u (t)
+ [(A11 − fA21)f +A12 − fA22] y (t) (a2a)

r̂ (t) = η (t) + fy (t) (a2b)

ẑ (t) =

[
r̂ (t)

y (t)

]
. (a2c)

In order to facilitate the retransformation x̂ (t) = T ẑ (t),
the observer state in canonical coordinates η (t) will be
added by a zero component to increase its order to n:

ρ∗ (t) :=

[
η (t)

0

]
. (a3)

In the following, it is assumed that the value ρ∗ (0) is cho-
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sen in the form of (a3). The ROO dynamic equation (a2a)
is expanded to the order of n maintaining the last row of
every matrix and vector to equal zero. Applying some ma-
trix manipulations yields:

ρ̇∗ (t) =N∗Rρ
∗ (t) + g∗Ru (t) + h

∗
Ry (t) (a4a)

ẑ (t) = ρ∗ (t) + l∗Ry (t) . (a4b)

with

N∗R = T−1AT − β̃e>n −

[
f

1

]
e>n−1 (a5a)

g∗R =

(
In −

[
f

1

]
e>n

)
T−1b (a5b)

h∗R =

[
f

1

]
(an−1 − fn−2) +

[
0

f

]
+ a (a5c)

l∗R =

[
f

1

]
. (a5d)

Note that there is a degree of freedom given by the choice
of β̃ as the last column of N∗R is only related to the n-th
element of ρ∗ (t) which equals zero.

The resulting observer (a4) estimates the state vector in
observable canonical form. To obtain the desired original
state space vector the system has to undergo the transfor-
mation x̂ (t) = T ẑ (t). While ρ∗ (t) denotes the vector in
canonical form, ρ (t) represents the original states:

ρ̇ (t) = TN∗RT
−1︸ ︷︷ ︸

=:NR

ρ (t) + Tg∗R︸︷︷︸
=:gR

u (t) + Th∗R︸ ︷︷ ︸
=:hR

y (t)

(a6a)

x̂ (t) = ρ (t) + T l∗R︸︷︷︸
=:lR

y (t) . (a6b)

In the following, the initial value condition (a3) and the
actual observer (a4) are retransformed.

A.1 Mathematical relationships

First, helpful mathematical relationships are introduced.
Premultiplying the definition of s1 in (4) withQB gives:[

cs1 cAs1 . . . cA
n−1s1

]
=
[
0 0 . . . 1

]>
. (a7)

Furthermore, the theorem of Cayley-Hamilton states that
everyA fulfils the characteristic equation:

0 = a0In + a1A+ · · ·+ an−1A
n−1 +An . (a8)

Combining (a7) with (a8) yields:

cAns1 = −an−1 . (a9)

Moreover, (a8) directly shows that:

Ta =
[
s1 As1 . . .A

n−1s1

]
a = Ans1 . (a10)

It is readily verified with (a7) and (a9) that the product
QBT has the form:

QBT :=D =


Dij = 0 i < n− j + 1

Dij = 1 i = n− j + 1

Dij = −an−1 i = n− j + 2

.

Then, relevant entries of the inverse ofD are obtained as:

D−1 =


Dij = 0 i > n− j + 1

Dij = 1 i = n− j + 1

Dij = an−1 i = n− j
. (a11)

A.2 Transformation of l∗R

First, (a6b) is considered. When multiplied with the
transformation matrix T , the second summand becomes:

lR =
[
s1 As1 . . .A

n−1s1

] [f
1

]
=
(
f0In + · · ·+ fn−2A

n−2 +An−1) s1 . (a12)

A.3 Transformation ofN∗R

Transformation of (a5a) is performed employing (a9),
(a11) and (a12):

NR = T

(
T−1AT − β̃e>n −

[
f

1

]
e>n−1

)
T−1

= A− T β̃e>nT
−1 − T

[
f

1

]
e>n−1 T

−1Q−1B︸ ︷︷ ︸
=D−1

QB

= A− T β̃c− T

[
f

1

]
(cA− an−1c)

= (In − lRc)A− T

(
β̃ − an−1

[
f

1

])
︸ ︷︷ ︸

=:β

c . (a13)

As β̃ can be chosen arbitrarily, it is set to eliminate the
second term and simplify (a13) to:

NR = (In − lRc)A . (a14)
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A.4 Transformation of g∗R

Secondly, expression (a5b) is manipulated using (a12):

gR = T

(
In −

[
f

1

]
e>n

)
T−1b

= (In − lRc) b . (a15)

A.5 Transformation of h∗R

The third summand in (a6a) is calculated from expres-
sion (a5c) by considering (a7), (a10) and (a12):

hR = T

([
f

1

]
(an−1 − fn−2) +

[
0

f

]
+ a

)

=lR (an−1 − fn−2) + T

[
0

f

]
+Ans1

=− lR

f0 cAs1︸ ︷︷ ︸
=0

+ · · ·+ fn−2 cA
n−1s1︸ ︷︷ ︸
=1

+ cAns1︸ ︷︷ ︸
=−an−1


+
(
f0A+ f1A

2 + · · ·+ fn−2A
n−1 +An

)
s1︸ ︷︷ ︸

=AlR

=− lRcA
(
f0I + · · ·+ fn−1A

n−1) s1 +AlR
=(In − lRc)AlR . (a16)

A.6 Transformation of initial value condition

Equation (a3) sets a constraint on the choice of the ini-
tial value ρ∗ (0). Because the ROO allows for an arbitrary
initial value of the (n− 1)-dimensional η (t), the effective
restriction can be expressed as:

e>nρ
∗ (0) = e>n

[
η (0)

0

]
= 0 . (a17)

This yields an equivalent constraint on ρ (0):

0 = e>nρ
∗ (0) = cTρ∗ (0) = cρ (0) . (a18)

Setting ρ (0) = 0 or ρ (0) = αlR with α ∈ R trivially
fulfils the requirement.

The underlying reason is that the transformation
T−1ρ (t) = ρ∗ (t) cannot be fulfilled with regular T−1

and an arbitrary ρ (t) ∈ Rn. Choosing ρ (0) in accordance
with (a18) and observing that the last row of N∗R equals
zero, it holds true for ∀t that ρ (t) lies in the measurable
subspace of Rn where this restriction does not apply.

B Proof of lemma 4

The observability matrix of the system in (32) has the
following form and its regularity is required for the system
to be fully observable:

det




c 1

cA 0
...

...

cAn 0



 = det



cA

...

cAn


 = det(QB)det(A) .

Since the original system is assumed to be observable,QB

is non-singular. Therefore, the regularity of A determines
the observability of the extended system. However, if A
posses an eigenvalue at zero and is thus singular, the first
coefficient of its characteristic polynomial is a0 = 0. In
this case, the theorem of Caley Hamilton (a8) gives that
the last row ofQB is linearly dependent on rows 2 until n.
Therefore, the system is definitely not observable if A is
singular.

C Proof of theorem 2

To obtain an observer of order n the explicit form of the
ROO (9) is used. In the resulting dynamic equation the first
n state estimates, namely x (t), can be separated from the
(n+ 1)-th component w (t).

In order to derive the observer, the (n+ 1)-dimensional
observer gain is separated into two components lR =[
lG l2

]>
with lG ∈ Rn, l2 ∈ R. The ROO (9) applied

to the system (32) then reads:[
ρ̇x (t)

ρ̇w (t)

]
=

[
(In − lGc)A 0

−l2cA 0

][
ρx (t)

ρw (t)

]
(a1a)

+

[
(In − lGc) b
−l2cb

]
u (t) +

[
(In − lGc)AlG
−cAlGl2

]
y (t)[

x̂ (t)

ŵ (t)

]
=

[
ρx (t)

ρw (t)

]
+

[
lG

l2

]
y (t) . (a1b)

Then, ρx (t) and x̂ (t) are separated from w (t) to form:

ρ̇x (t) = (In − lGc)Aρx (t) (a2a)

+ (In − lGc) bu (t) + (In − lGc)AlGy (t)
x̂ (t) = ρx (t) + lGy (t) . (a2b)

Unlike the ROO, there is no condition on the initial value
ρx (0) because for an arbitrary ρx (0) there exists a ρw (0)
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so that the state in (a1a) lies in the n-dimensional measur-
able subspace.
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